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1. Executive Summary 

Each year, over 3 million college applications are filed in the US by about 750,000 students [1], an average of 4 

applications per student. Each of them comes with a certain element of randomness or chance. The intended 

meritocracy inherent in college admissions gives way to uncertainty, doubt, and anxiety, even for students with 

exceptional credentials. Not all colleges are transparent about their admission processes and so it becomes tough for a 

student applicant to gauge whether he or she can get admission into an institution. 

In this project, we demonstrate how regression analysis can be used on a sample dataset to ease this process. Universities 

can use similar analysis on their data to help with the admissions process, and students can use this analysis to determine 

how likely they are to get an admit given the strength of their profile. 

2. Introduction 

2.1. Problem Statement 

There are many factors that influence admission decisions. And while colleges rely on more than quantitative data to 

make admissions decisions, quantitative data can show us in a concrete way many things that qualitative data cannot. 

Even though it's tough to understand and estimate how these factors are truly judged and filtered by colleges, we do 

know that some of the factors such as CGPA and GRE scores can weigh heavily on determining acceptance. Metrics 

such as these scores can be leveraged in form of data and be analyzed to gain insight into admission trends and can help 

students in shortlisting universities with their profiles saving time, effort and money that goes into the exhaustive 

application process. The predicted output can also give them a fair idea about their chances for admission to a particular 

university. The scope of such analysis can also be extended to help college institutions answer questions such as – "Do 

we know that standardized tests are a valid predictor of success in admission at our institution?" 

2.2. Objective 

In our analysis detailed in this report, we have adopted a data-driven approach towards quantifying the probability of 

successful admission or enrollment into college institutions dependent solely upon certain quantitative factors. Our 

objective with this analysis is two-fold. The first objective is to understand what factors are significant and relevant in 

determining enrollment and to what degree. In doing so, we draw inferences about relationships between the factors 

(variables) and identify any dependency that exists between them. We also seek to evaluate and prove certain hypotheses 

such as – 

1. Is a student’s CGPA a significant factor in determining his probability of enrollment? 

2. Is a student’s SOP rating significant in estimating his probability of enrollment given other strong factors? 

3. Does university ranking play a significant role in determining enrollment success? 

Evaluating these hypotheses will help us gain a better understanding of the admissions criteria. Our second goal is to 

utilize statistical methods to build a model that can predict the probability of enrollment success of an applicant given 

certain attributes. Such analysis can be immensely helpful to students as it can help them strategize their university 

shortlisting process. 
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3. Data 

The data [2] was sourced from kaggle.com and is owned by user Mohan S Acharya on the Kaggle website. Originally, 

this data was extracted from the applicant’s database of UCLA. Information was collected from students regarding what 

universities they submitted applications to and their respective CGPA, GRE, and TOEFL scores. This dataset consists 

of multiple quantitative measures of a student’s performance GRE and TOEFL scores and is crucial in determining 

admissions into institutions. In addition to those measures, UCLA has provided ratings of the SOP and LOR which 

even though subjective have been rated by admissions officers who are experts in this area and have evaluated such 

documents for years. Additionally, there is an attribute provided by the university named Chance.of.Admit which gives an 

idea about the admission probability of an applicant. These features combined together and put in context, make the 

data ideal for us to study and analyze patterns that are relevant to achieving our objective. 

The raw dataset consists of 400 records with 9 attributes where each row contains application information to a 

university. The dataset contains several parameters which are considered important during the application for graduate 

programs. The parameters included are: 

1. Serial Number 

2. GRE Score (out of 340) 

3. TOEFL Score (out of 120) 

4. University Ranking (out of 5) 

5. Statement of Purpose Strength (Rating out of 5) 

6. Letter of Recommendation Strength (Rating out of 5) 

7. Undergraduate GPA (out of 10) 

8. Research Experience (either 0 or 1)  

9. Chance of Admit (a probability ranging from 0 to 1)   

3.1. Preparation and Exploration 

The raw data was sourced from kaggle.com upon which pre-processing was done to obtain data in a desirable format 

to perform analysis upon. The sample of the raw data can be seen in Appendix-1. 

We used the raw CSV file – "Admission_Predict.csv" provided on the Kaggle website. 

The file was loaded in R as a data frame upon which the following preprocessing was performed to obtain the final 

format of the data. 

1. Dropping variables - We checked for duplicate rows in the data and found none. We dropped the variable 

“Serial.No” from the data since it only served as a primary key to the data and hence had no effect on 

“Chance.of.Admit” which is our response variable. 

2. Missing value imputation - We checked our data for missing values but found none, hence no missing value 

imputation was required. 

3. Variable type conversion - Variable “Research” in the data with values “0” or “1” was converted into a factor 

with 2 levels. All other variables remain numeric in type. 
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3.2 Summary Statistics 

Summary statistics are presented in the table below. For all the attributes the mean and the median are quite close to 

each other in value.  

 

The pairwise plots between regressors and response are shown below. The variables are further grouped on the category 

"Research”. It’s observable that most of the variables in the data have an above 70% correlation with the response variable 

which is “Chance.of.Admit” or Enrollment probability. Though a caveat here is that there seems to be high 

multicollinearity in the data. 
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3.3 Exploratory Data Analysis 

We were able to make certain observations about the data through exploratory data analysis. Some of our observations 

are summarized below – 

 

1. Students who have done research work in the 

past (Research = 1) have a higher chance of 

admission (~80% chance) on average as 

compared to students with no prior research 

experience (Research = 0) who have just a 60% 

chance of admission. However, there are 

certain exceptions in form of outliers to this 

trend that are visible in the boxplot. 

 

 

 

2. From the plot below, we can observe that in this data, students with no research experience typically apply to 

universities rated lower (rated 1 or 2) whereas the majority of the students with prior research experience apply 

to universities rated higher (4 or 5). There is a significant overlap in students with or without research experience 

that apply to mid-tier universities (rated 3). 

 

 

 

 

3. The data does exhibit multicollinearity in form of linear relationships between certain variables. An example of 

that is visible in the plots below where we can see that both GRE and TOEFL score have a linear relationship 

with a student’s CGPA. We addressed this issue further in our analysis detailed in this report. 
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4. From the plot on the left below, we can see that the higher the SOP rating, the greater the chance of admission 

success. Typically, SOP’s rated between 3 and 4.5 have a wider range of enrollment probability - roughly 

between 60 and 90% on enrollment success.  The plot below on the right explore the effect that LOR and 

university ratings have on enrollment success. We observed that for applications submitted to universities rated 

lower (rated 1 or 2), there is more variation in the enrollment probabilities dependent upon LOR scores. 

Whereas for universities rated higher (rated 4 or 5), a LOR that's rated 3, 4 or 5 has roughly the same enrollment 

probability. 
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5. A student’s GRE and TOEFL has a linear 

relationship with his or her chance of admission or 

enrollment success. The higher the score, the 

higher the enrollment probability which makes 

intuitive sense and is in accordance with our 

expectations. 

We can also observe from the plot below that 

applicants with a higher score tend to mostly apply 

to universities rated higher as we can see the larger 

sized points cluster towards the top end. 

 

 

 

 

 

6. Lastly, we looked at the relationship between CGPA and 

enrollment probability. We could see a strong linear trend 

amongst these variables as well. Though an interesting 

observation here is that all applicants with CGPA > 9 have a 

success rate of 90% but when the CGPA decreases, we can see 

there are more data points that are not in complete keeping with 

the linear trend i.e. have a good CGPA but enrollment 

probability remains lower than expected.  This could be due to 

other factors such as GRE Score, LOR rating etc. 

 

 

4. Data Analysis and Statistical Inference 

4.1 Methods in Model Building 

From the exploratory data analysis, we could conclude that the variable “Chance of Admit” has a linear relationship 

with various other variables like CGPA, GRE Score, SOP rating, etc. Keeping this in mind, we decided to implement a 

multiple linear regression on the data as a starting point for our analysis, with response variable “Chance.of.Admit” and 

the other variables as regressors.  

Formally, the fitted multiple linear regression equation for n observations is defined as   

yi = ꞵ0 + ꞵ1xi1 + ꞵ2xi2  … + ꞵnxin  for i = 1,2, … n  

where yi is the ith response variable and xij is the jth regressor variable for the ith observation.  
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4.2 Variable Selection 

To select the best variables that would result in a good model fit to predict the Chance.of.Admit, we applied variable 

selection methods.  

We fit multiple models using various combinations of the regressors. Then compared these models based on certain 

statistical measures like Mallow's stat (Cp), R-square, and BIC. The best model had the 5 variables- CGPA, GRE.Score, 

LOR, Research, and TOEFL.Score. It had a high R-square of ~80% and the lowest Cp. This model selection also matched 

what we got from using stepwise selection method which gives an ideal model selecting variables based on AIC for 

each combination of variables. 

4.3 Model Adequacy 

One of the basic assumptions of linear regression is that the variance of the errors is constant. When we checked our 

model for adequacy, we noticed that this assumption was violated. Upon further investigation, we decided to select a 

model based on a transformation of the Chance.of.Admit variable, especially since the range of this variable is between 0 

and 1. The transformation of the variable stabilized the variances and gave us a satisfactory final model. 

To determine if the normality assumption of the error variance held up, we plotted the Normal Probability Plot 

illustrated below. The points more or less lie on a straight line; however, we do see heavy tails that suggests there could 

potentially be a violation of the normality assumption. We investigated this further by examining more residual plots. 

The plot which has the residuals plotted against the fitted values shows a double bow pattern, which is expected since 

our outcome variable is a probability between 0 and 1.  

 

In order to correct this, an arcsin transformation was applied to the square root of the response variable. After this 

transformation, we examine the residual plots and notice an improvement from the previous plots.  
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4.4 Diagnostics for Leverage and Influence 

In order to determine if there are any leverage and influential points in the data that may control the model properties, 

we looked at some diagnostics for leverage and influence. 

The hat diagonal values shown in Appendix-2 represent the distance of each observation from the center of x space. 

Large hat diagonal values indicate that the observations are remote in x-space from the rest of the sample. Leverage 

points do not necessarily influence regression, but a large value of hat diagonal and large residuals are likely to be 

influential. From the R-Student residual vs Leverage plot below, there are no leverage points that influence the 

regression. Re-fitting the model without these observations does not result in an increase in MS.Res which confirms 

that the leverage points are not influential. 

 

 

The deletion influence of an ith observation on the predicted value can be determined by examining the DFFITS statistic 

(Appendix-3). There are several influence points based on the cutoff value. Removing these values from the model, the 

MS.Res reduces indicating that the influence points were pulling the model in their direction. 
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The DFBETAs statistic can be used to determine which observations have an influence on each regression coefficient. 

For DFBETAs plots see Appendix-4. 

The COVRATIO statistic can also be used to determine influence points. (Appendix-5) This statistic gives information 

about the overall precision of regression. COVRATIO greater than 1 implies that the observation improves the 

precision of estimation while COVRATIO less than 1 implies that the observation degrades the precision of regression. 

As shown below, fitting the model without degrading points resulted in a reduction in MS.Res and fitting the model 

without enhancing points made the MS.Res higher confirming this. 

 

While the removal of the influential data points does lower the MS.Res indicating a better model, after analyzing the 

points, we did not find any patterns nor were we able to discern any problems in the underlying data collection process 

that would justify the removal of such data points. Weighing this with the fact that removal of these points only 

marginally improves the model stats, we decided to not remove these influential data points.  

4.5 Multicollinearity 

On analyzing the relationships amongst the regressors, it was observed that there exists a linear relationship between 

CGPA, GRE.Score, and TOEFL.Score (refer to section 3.3). We sought out to correct this situation using another 

regression technique - Ridge Regression. When multicollinearity occurs, least squares estimates are unbiased, but their 

variances are large so they may be far from the true value. By adding a degree of bias to the regression estimates, ridge 

regression reduces the standard errors and results in more reliable estimates. Hence, we used ridge regression to build 

a model and test our hypothesis, as discussed in the next session. 
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4.6 Validation of Model 

We used cross-validation to compare different model iterations. The data was split using the DUPLEX algorithm for 

which the Snee score was 1.020237 indicating that the volumes of the prediction and validation regions are very similar. 

Our model variants showed continuous improvements. The prediction mean square error for the final model selected 

came out to be 0.031. This model involved arcsin transformation on Chance.of.Admit and then a ridge regression model 

to combat multicollinearity.  

5. Hypothesis Testing and Results 

The final model had the following regressors - CGPA, GRE.Score, LOR, Research, and TOEFL.Score which were 

regressed against Chance.of.Admit. After fitting the model using Ridge Regression, we tested out the following hypothesis 

keeping the confidence level at 95%. The significance of a variable, in this case, is determined if it's p-value is less than 

0.05 and if its coefficient passes the t-test and its t-value is greater than the t-critical value calculated. (Refer Appendix-

6 for the model summary.) The following hypothesis tests were performed - 

1. Is a student’s CGPA a significant factor in determining his probability of enrollment? 

The p-value of the coefficient associated with this variable (ꞵ) is < 0.05 and the associated t-value > t-critical 

value making it a significant factor. 

2. Is a student’s SOP rating significant in estimating his probability of enrollment given other strong factors? 

The p-value of the coefficient of SOP obtained from the t-test was 0.087, making it insignificant. 

3. Does university ranking play a significant role in determining enrollment success? 

The p-value of the coefficient of University rating obtained from the t-test was 0.086, making it insignificant.  

   

To test the entire model fit, we test for significance of regression which is a procedure often thought of as an overall 

test of model adequacy. We define a null and an alternate hypothesis –  

H0: β1 β2  … βk = 0                      (Null Hypothesis) 

H1: β j ≠for at least one j              (Alternate Hypothesis) 
 

The test for H0 is carried out using the following statistic- 

F0 = MS R / MS Res 

The null hypothesis, H0 , is rejected if the calculated statistic, F0 , is such that: 

F0 Fα, k, n-k-1 

Our final model fit had an F-score (F0) of 260.72. The large F-score value implies that the model fit passed the 

significance of regression test. Further, the p-value associated with the coefficients was found to be less than 0.05 

making all of them significant variables. The model has an adjusted R-square of 85.89%. All the 5 variables included in 

the model have a correlation of > 70% with the response variable. On using the model for prediction, we obtained a 

test error (MSE) of 3.1% on the predicted values. We also looked at the prediction intervals built around the predicted 

values (Appendix-8). Overall, the model fit seemed adequate and it’s an improvement from the initial linear model fit. 
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6. Conclusion 

After selecting the final model using cross-validation, we were able to test our hypothesis and were able to draw certain 

conclusions about the Graduate Admissions data. We validated our expectation that variables such as CGPA, GRE and 

TOEFL score are significant factors in predictive modeling of enrollment probability. Another takeaway from the 

analysis is that factors such as SOP rating and University Rankings aren't necessarily significant when it comes to 

predictive modeling even though they offer an insight into admission trends. There were two caveats during the data 

analysis – high multicollinearity in the data which was corrected by using variable penalizing techniques such as ridge 

regression and presence of influence points. The lack of additional knowledge about the data collection process makes 

it hard to justify the removal of influential data. However, even with the presence of these data points, the model quality 

is good. The fitted model on the complete data is accurate in predicting the probability of admission and nature of data 

makes the interpretation of the statistical analysis easy to understand. 
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8. Appendix  

1. Raw Data Sample 

 

2. Leverage points 
 

 

 

https://bigfuture.collegeboard.org/get-in/applying-101/applying-to-college-faq
https://www.kaggle.com/mohansacharya/graduate-admissions
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3.  DFFITs  

  

 
 

4. DFBETAs 
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5. COVRATIO 

 

 

6. Summary of Model with SOP 
 

 Estimate Std. Error t - value Pr(>|t|)   

(Intercept) 
-
1.4455322 0.1329807 -10.87 < 2e-16 *** 

CGPA 0.1466457 0.0134032 10.941 < 2e-16 *** 

GRE.Score 0.0021696 0.0006662 3.256 0.00123 ** 

LOR 0.0258557 0.0061043 4.236 2.84E-05 *** 

TOEFL.Score 0.0039889 0.0012068 3.305 0.00104 ** 

Research1 0.0289138 0.008878 3.257 0.00122 ** 

SOP 
-
0.0009054 0.0059107 -0.153 0.87834   

 
7. Summary of Model without SOP 

 

  Estimate Std. Error t value Pr(>|t|)   

(Intercept) -1.3629892 0.1383111 -9.855 < 2e-16 *** 

CGPA 0.1406704 0.0134442 10.463 < 2e-16 *** 

GRE.Score 0.002145 0.0006626 3.237 0.00131 ** 

LOR 0.0222902 0.0056428 3.95 9.25E-05 *** 

TOEFL.Score 0.003612 0.0012016 3.006 0.00282 ** 

Research1 0.0280354 0.0088203 3.179 0.0016 ** 

University.Rating 0.0086835 0.005051 1.719 0.08637 . 

 

8. Table showing prediction intervals and prediction values 
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